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1 Introduction

Gaussian processes (GPs) are a collections of random variables or functions that have nice properties
that enable them to model or emulate complicated systems. By complicated systems, these can be
aerodynamics, disease transmission, climate or taxi scheduling, to name a few. Many of the systems
that we would like to model are large in nature, rendering classical inference methods for GPs
obsolete. One particular way to fit GP models in "big data" regimes is using sparse variational GPs,
in which the underlying objective becomes a minimisation of a valid divergence measure (such as the
KL-divergence). In contrary to exact or asymptotically exact inference methods (such as MCMC),
these methods suffer from a lack of a principled way to assess approximation quality, although the
numerous possibilities that these approximations, due to the computational tractability, have been
able to unlock in the realm of GP modelling should not be understated.

The focus of these notes is on sparse GPs and so we will omit many interesting aspects of GPs.
However, if you are interested in GPs, I have included a list of interesting references here: [Wilkinson
et al., 2021, Kanagawa et al., 2018, Salimbeni et al., 2018, Dutordoir et al., 2018, De G. Matthews
et al., 2017, Hensman et al., 2015a,b, Alvarez et al., 2012, Duvenaud et al., 2011, Rasmussen and
Williams, 2006].

Most of the contents from this document is taken from [Leibfried et al., 2021, van der Wilk et al.,
2020, Dutordoir et al., 2018, Salimbeni et al., 2018, De G. Matthews et al., 2017, Titsias, 2009,
Hensman et al., 2015b,a, 2013].

2 Background

In this section, we will give a rigorous introduction to GPs. X ⊆ Rd will denote a feature space
with an associated probability distribution Π that admits a density function π. Let (Ω,F ,P) denote a
(abstract) probability space with a distribution P, which we will use to measure GP samples that live
in the space Ω. N (a, b) and N(·; a, b) will denote a Gaussian distribution (possibly multivariate) and
density function respectively, with mean a and covariance b. A stochastic process is g : X × Ω→ R,
where for all x ∈ X , g(x, ·) is a random variable, and for all ω ∈ Ω, g(·, ω) is a function. We usually
omit the second argument for conciseness. See Figure 1 for a graphical illustration.

With a suitable P, g(·, ω) can help flexibly approximate or learn functions f : X → R.

The probability space (Ω,F ,P) where the randomness can be "measured". Let EP[g] denote the
expectation with respect to the distribution P:

EP[g] :=
∫

Ω
g(·, ω)dP(ω).

In general, given any distribution P , we will integrate with respect to where P is defined. For instance,
EΠ will be equivalent to

EΠ[g] :=
∫
X g(x, ·)dΠ(x).

We can also construct a credible interval/set [tδ/2(x), t1−δ/2(x)] ⊆ R such that

P(ω ∈ A : g(x, ω) ∈ [tδ/2(x), t1−δ/2(x)]) = 1− δ
for each x ∈ X and δ ∈ [0, 1].



Figure 1: Graphical model of stochastic processes.

2.1 Gaussian Processes

There are many ways of defining GPs that are all equally valid and can be suitable for different
applications. We will define GPs using a stochastic process viewpoint as it enables more careful
treatments of randomness later on.

Gaussian process regression (GPR): We first look at GP regression (GPR), which is the "hello
world" equivalent of GPs. A GP f is a stochastic process, denoted by the short-hand f ∼ GP(µ, k),
with mean function µ and covariance/kernel function k such that

1. µ(x) := EP[g(x, ·)] =
∫

Ω
g(x, ω)dP(ω) for all x ∈ X ,

2. k(x, x′) := CovP(g(x, ·), g(x′, ·)) = EP[(g(x, ω)− µ(x))(g(x′, ω)− µ(x′))] for all x, x′ ∈ X .

3. Given a finite subset X := (x1, . . . , xn)ᵀ ∈ Rn×d, P is such that (g(x1), . . . , g(xn))ᵀ ∼
N (µX , kXX), where µX ≡ µ(X) := (µ(x1), . . . , µ(xn))ᵀ and kXX = k(X,X) ∈ Rn×n
such that (kXX)ij = k(xi, xj). We will also use the shorthand kx,X := kᵀX,x ∈ Rn×1 with
(kX,x)i = k(xi, x).

See Figure 2 for a graphical illustration of GPs as a collection of random variables.

Intuitively, the kernel measures the similarity between points x and x′, and so following this intuition
one could design suitable kernels for different applications. For instance, k(x, x′) = c2xx′ for c ∈ R
and µ(x) = 0 will give a GP that is equivalent to the function f(x) = dx for d ∈ R, which are linear
functions and is equivalent to performing Bayesian linear regression. Another commonly used kernel
is the RBF kernel k(x, x′) = σ2

k exp
(
− (x−x′)2

2`2k

)
for some parameters σk, `k > 0. See the kernel

cookbook1 for more details on kernels.

Figure 2: Illustration of Gaussian processes as a collection of random variables.

1https://www.cs.toronto.edu/ duvenaud/cookbook/
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Noise-Free Regression: We now discuss how Gaussian processes can be updated using the
Bayesian update rule when we observe data.

Given finite observations X = (x1, . . . , xn)ᵀ and labels y := (f(x1), . . . , f(xn)) =
(y1, . . . , yn)ᵀ ∈ Rn, f conditioned on this gives us a posterior Gaussian process with posterior
distribution over the samples P̃ such that f |X, y ∼ GP(µ̃, k̃) with

µ̃(x) :=µ(x) + kxXk
−1
XX(y − µX),

k̃(x, x′) :=k(x, x′)− kxXk−1
XXkXx′ ,

for any x, x′ ∈ X . The GP distribution over the functions are updated so that the prior mean and
kernel are perturbed by correction terms that depend on the observed data. Intuitively, in areas of X
where the observation data lives, kxX tell that us x is "similar" to the observations and so pushes µ̃ to
be similar to y. A similar intuition exists for k̃.

Noisy Regression: In reality, y is observed noisily, such as from the additive noise process yi =
f(xi) + εi. Suppose εi ∼ N (0, σ2) (which is rarely sufficient for real world data) for which σ > 0
and the noise is independently distributed, then we can write down the likelihood:

p(yi|f, xi) = N(yi; f(xi), σ
2)

if we take a sample of f i.e. take ω ∈ Ω and obtain a function f(·, ω). Since the labels are noisy, we
observe them as yi = f(xi) + εi, where εi is a sample from N (0, σ2).

The posterior update here yields
µ̃(x) :=µ(x) + kxX(k−1

XX + σ2In)(y − µX),

k̃(x, x′) :=k(x, x′)− kxX(k−1
XX + σ2In)kXx′ ,

for any x, x′ ∈ X . From a numerical analysis point of view, σ2In can be thought of an a jitter term to
ensure numerical stability when inverting kXX . This gives p(f(x)|X, y), but to link up the posterior
GP to the noisy observations y we must consider posterior predictive distribution

p(y∗|X, y) =
∫

Ω
p(y∗|f, x∗)p(f(x∗, ω)|X, y)dP(ω),

=
∫

Ω
N(y∗ − f(x∗, ω); 0, σ2)N(f(x∗, ω); µ̃(x∗), k̃(x∗, x∗))dP(ω),

=N(y∗; µ̃(x∗), k̃(x∗, x∗) + σ2),

using the formula for the convolution between 2 Gaussians. Intuitively, we average f over all possible
samples Ω to get the posterior predictive. The randomness for the predictive now only comes from
the noise variable ε.

Heterogeneous Likelihoods: GPs can also be plugged into existing generalised linear models
(GLMs) by replacing the linear component with the GP. An example is for classification, we can
model such responses using a Bernoulli likelihood Bernoulli(p(f(x))) with the probability being
modelled with p(f(x)) = logit−1(f(x)), where logit(x) := log(x/(1 − x)). You may be more
familiar with the equivalent mean function, or softmax(x) := logit−1(x) = 1/(1 + exp(−x)). The
general idea is that f(x) will be mapped onto the support of the distribution of the response via the
inverse link function.

It should be noted that no analytic posterior exists when using non-Gaussian likelihoods for the
response, in which case we would need to rely on posterior approximations such as the Laplace
approximation, expectation propagation (EP), Markov chain Monte Carlo (MCMC) or variational
inference (VI).

2.2 Classical Inference

There are many approximation methods for GPs. Here, we only name a few popular ones.

Maximum Likelihood: Recall that the hyperparameters of a GP observation model are the GP
hyperparameters (from the mean and kernel functions) and the model hyperparameters (e.g. standard
deviation). It is therefore possible to simply write down the unnormalised log-posterior and perform
a non-convex optimisation over these hyperparameters. However, the limitations for these methods
are that (i) the non-convex problem can be difficult to solve; (ii) the assumption that the true
hyperparameters are fixed and (iii) can be expensive due to O(n3) complexity without minibatches.
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Markov Chain Monte Carlo: MCMC methods are often the gold standard for evaluating posterior
sample quality for many algorithms. Given a target distribution, it can be theoretically shown that
the samples from MCMC can asymptotically converge (n → ∞) to the target distribution under
mild condition. Convergence rates can also be derived by studying the geometric ergodicity of a
given problem. However, the limitations of MCMC are (i) Whilst asymptotically exact with O(nd)
complexity to the number of data points n and dimensionality d, the mixing time may increase as d
increases; (ii) it is difficult to parallelise due to the single-threaded, sequential nature of the algorithm;
(iii) in practice, Hamiltonian Monte Carlo (HMC) is often the workhorse, and it is often required to
have a good initial distribution and fine-tuned hyperparameters to achieve good results.

3 Sparse Gaussian Processes

Sparse Gaussian processes is a class of GP posteriors that are approximated by minimising a
divergence measure, D, with the posterior distribution of the GP. Here, we discuss the main classes,
sparse Gaussian process regression (SGPR; [Titsias, 2009]), sparse variational Gaussian processes
(SVGP; [Hensman et al., 2013]) and sparse variational Gaussian processes using MCMC (SGPMC;
[Hensman et al., 2015b]). In this discussion, we will only consider D = KL, the Kullback-Leibler
divergence. It is also possible to perform inference over GPs using other techniques such as conjugate
gradient (in gpytorch).

Variational Inference (VI): Given a target distribution p, VI seeks to construct an approximate
distribution q∗ such that

q∗ := argminq∈QKL(q||p) = argminq∈Q
∫
X log q(x)

p(x)q(x)dx,

where Q is a family of variational distributions that is user-defined. Note that Q may not necessarily
contain p, the target distribution, but will find the closest q∗ to p within the defined region Q. See
Figure 3 for an illustration.

The KL-divergence has the property that (1) it is always positive and (2) KL(q||p) = 0⇔ q = p. As
to how it is minimised, most methods are gradient-based and utilises modern software architecture for
gradient-based optimisation (such as L-BFGS or Adam). One caveat is that a low KL-divergence may
not necessarily guarantee good posterior approximations (see counterexamples in [Huggins et al.,
2020]).

Figure 3: Illustration of the variational approximation from Q.

3.1 Sparse Gaussian Processes

We will denote n as the number of training points, nb << n the minibatch size and m the number
of inducing points. For now, the inducing points are a set of function values u = (u1, . . . , um)ᵀ

such that ui = f(zi) for landmark points zi ∈ X for i = 1, . . . ,m. Therefore to define inducing
points, we simply need to pick landmark points z = (z1, . . . , zm)ᵀ ⊂ X appropriately, such as using
K-Means cluster centres [Oglic and Gärtner, 2017]. Sparse GPs approximate the posterior p(f, u|y)
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using a variational approximation q(f, u) := p(f |u)q(u), where only q(u) needs to be specified and
optimised (other than the other model hyperparameters). We construct q(u) such that

q(u) = argminq∈QKL(p(f, u|y)||q(f, u))

= argminq∈QKL(q(u)||p(u))−
∑n
i=1 Ep(fi|u)q(u)[log p(yi|fi)],

=: argminq∈Q − ELBO(q)

= argmaxq∈QELBO(q)

in which fi := f(xi). Intuitively, all the information about the stochastic process is being compressed
into u and we simply need to learn the best q(u) such that the KL divergence is smallest to get a close
approximation q(f, u) to the true posterior.

We assume that we are in the iid Gaussian noise regression case. All of the upcoming approximations
are efficiently implemented in gpflow [De G. Matthews et al., 2017].

SGPR: This algorithm has per-iteration complexity O(nm2 + m2). Assuming that q(u) =
N(mu, Su), the optimal posterior could be computed analytically [Titsias, 2009], giving

ELBO(q) = logN(y; 0, Qff + σ2I)− 1
2σ2 Tr(kXX −Qff ),

where Qff := kXZk
−1
ZZkZX . The optimal q(u) is exactly given by

q(u) =N(mu, Su),

Su = k−1
ZZ + k−1

ZZkZXkXZk
−1
ZZσ

2,

mu = σ2S−1
u k−1

ZZkZXy.

Therefore it only remains to optimise over the kernel hyperparameters and σ2 using gradient-based
optimisation. To perform prediction at a new point x ∈ X , we can obtain a posterior distribution

q(f(x)) :=
∫
p(f(x)|u)q(u)du = N(f(x); µ̃(x), ṽ(x)),

µ̃(x) =kxZk
−1
ZZmu,

ṽ(x) =kxx − kxZ(k−1
ZZ + k−1

ZZSuk
−1
ZZ)kxZ ,

and then subsequently the posterior predictive distribution

p(y|x) ≈
∫
p(y|f(x))q(f(x))df(x)

≡
∫

Ω
p(y|f(x, ω)))dP̃(ω)

=N(y; µ̃(x), ṽ(x) + σ2),

where P̃ represents the approximate posterior distribution over the GP samples. Although SGPR
may save you trouble from optimising the variational approximation, SGPR is only possible for iid
Gaussian noise regression problems and may not be computationally feasible when n (e.g. label-rich
datasets) or m (e.g. spatiotemporal datasets where the number of inducing points explode) are very
large.

SVGP: This algorithm has per-iteration complexity O(nbm
2 +m2). To overcome the difficulty

that n can be too large, [Hensman et al., 2015a] proposes a minibatch training procedure, in which
we only take a minibatch nb of the training points and do not use the optimal posterior q(u). We
estimate the ELBO with the minibatch estimate∑n

i=1 Ep(fi|u)q(u)[log p(yi|fi)]− KL(q(u)||p(u))

= EB [ nnb

∑
B∈B Ep(fi|u)q(u)[log p(yi|fi)]]− KL(q(u)||p(u)),

≈ 1
L

∑L
b=1

n
nb

∑
i∈Bb

Ep(fi|u)q(u)[log p(yi|fi)]− KL(q(u)||p(u)),

where |B| = |Bb| = nb << n with minibatches B or Bb. In practice, we will only take L = 1. Note
that both terms, if we are in the iid Gaussian noise case, are analytically tractable. Otherwise, in the
non-Gaussian likelihood case, it is also possible to compute the first term using quadrature or Monte
Carlo integration.
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Differing from SGPR, we now have a lower per-iteration complexity and also need to learn the
variational parameters mu and Su. This could be done simply by using standard gradient descent
(e.g. Adam), alongside the other hyperparameters, but it could be shown that using natural gradient
descent could yield better solutions in practice [Salimbeni et al., 2018].

However..

SGPMC: This algorithm has per-iteration complexityO(nm2 +m2). SettingQ to the multivariate
Gaussian family may be too restrictive. In addition, one may also want to learn the hyperparameters
as non-point estimates. [Hensman et al., 2015b] proposes to directly sample q(u, θ), where θ are the
hyperparameters, via MCMC. It can be directly shown that the optimal posterior distribution is of the
form

log q(u, θ) = Ep(f |u,θ)[log p(y|f)] + log p(u|θ) + log p(θ)− logC,

for some constants C. Using some clever tricks to compute log q(u, θ) and initialise the MCMC
sampler, one can directly obtain samples of (u, θ) using MCMC. The only "issue" is that we lose the
tractability of the posterior GP.

3.2 VI Techniques

Interdomain Inducing Points: As discussed earlier, the easiest way to initialise them is to use K-
Means clustering and set u = f(z). Recall that given q(u) = N(mu, Su), the posterior distribution
is

q(f(x)) :=
∫
p(f(x)|u)q(u)du = N(f(x); µ̃(x), ṽ(x)),

µ̃(x) =kxZk
−1
ZZmu,

ṽ(x) =kxx − kxZ(k−1
ZZ + k−1

ZZSuk
−1
ZZ)kxZ .

As argued in [van der Wilk et al., 2020], the function observations u = f(z) are not the only pieces
of information we know about f . We could define a linear operator L such that u = Lf(·). For
example, Lf(·) = f(z) would give the usual inducing points, and Lf(·) = ∂

∂xd
f(z) would describe

the inducing points using the derivative on the dth dimension of z. Another popular approach is to
define L as an integral operator [Leibfried et al., 2021]

Lf(·) =
∫
X f(x)φ(x)dx, (dΠ(x)?)

where φ(x) are "inducing features". To construct these inter-domain inducing points, define
φ1, . . . , φm inducing features and obtain ui =

∫
X f(x)φm(x)dx.

Since f is random with sample distribution P, we have the prior u ∼ N (µu, kuu) with

(µu)i = EP[u] =
∫
X EP[f(x)]φi(x)dx =

∫
X µ(x)φi(x)dx,

k(ui, uj) = EP[(ui − (µu)i)(uj − (µu)j)] =
∫
X
∫
X k(x, x′)φi(x)φj(x

′)dxdx′.

In addition, given x or f(x), we have

k(f(x), ui) = EP[(f(x)− µ(x))(uj − (µu)j)] =
∫
k(x, x′)φi(x

′)dx′.

Given these 3 terms, we can now fully specify the posterior distribution q(f(x)) by replacing Z with
u for the relevant kernels.

To sum up, instead of picking the landmark points z in order to define inducing points, we now have
a more general formulation of inducing points via the integral operator and inducing features φi.
What remains is the choice of φi. As discussed in [Leibfried et al., 2021], there are many interesting
choices of φi. If φi(x) = δzi , where zi is a landmark point, then this formulation reduces to the
standard inducing points. A well-studied type of features is Fourier features: φi(x) = exp(−iωᵀ

i x),
where i is the imaginary number and ωi is an inducing frequency vector, which could be chosen on a
grid (in the frequency domain). See [Leibfried et al., 2021, Hensman et al., 2017] for further details.
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Natural Gradients: As mentioned earlier, it may be more "natural" to learn q(u) using natural
gradients [Salimbeni et al., 2018] rather than standard gradient descent over mu and Su. One can
also perform optimisation using the geometry of Q:

ηk+1
t ← ηkt + ρk∇̃ξELBO(ηkt , θt),

where ∇̃ξ := F (ξ)−1∇ξ, where F (ξ) is the Fisher information matrix of q(u; ξ). One can iden-
tify a statistical manifold (Riemannian) with metric tensor being F (ξ) and it can be shown that
∇̃ξELBO(ξ, θ) is the Riemannian gradient if we pose ξ as lying on the statistical manifold and
perform Riemannian gradient descent.

4 Frontiers of Research

4.1 Inference Techniques

4.2 Interdomain Inducing Points

4.3 Deep Gaussian Processes

4.4 Latent Variable Gaussian Processes (LVGP)

4.5 State Space Models

4.6 Software

I would say that gpflow is the best package if you would like to use sparse variational GPs for
research. gpflux is also a nice package built on top of gpflow that one could use to implement deep
GPs. If you’re interested in state-space GPs, then markovflow is also a package under development
that is built on top of gpflow.
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